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About Project

WeatherSense is a weather tracking website
that updates weather data and classification
every 10 minutes. Leveraging our trained
random forest classification

model, WeatherSense provides accurate

classification and historical weather information.
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PRIMANRY DATA

OUR PRIMARY DATA IS COLLECTED BY THE KIDBRIGHT BOARD, INCORPORATING A
TEMPERATURE AND HUMIDITY SENSOR FROM THE KY-015 MODULE, AND USING MQTT TO
SEND A DATA TO NODERED
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SECONDARY DATA

OUR SECONDARY DATA IS COLLECTED BY CALL API FROM OPENWEATHERMAP API
(CURRENT WEATHER) USING NODERED TO FETCH DATA FROM API

ATTRIBUTE SELECT:
e HUMIDITY (%)
e TEMPERATURE (DEGREE CELSIUS)
e PRESSURE (HPA)

e CLOUNDINESS (%) 0 | W h
e WEATHER: SUCH AS CLOUD, FEW CLOUDS ETC. pen eather
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DATA EXPLORLATION

USING PYTHON PANDAS TO EXPLORE AND PREPROCESSING MORE
OVER TRAINING A MODEL.

!l pandas
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DATA EXPLORATION

CHECKING DATA TYPE OF DATAFRAME

= |:|

temp_sensor

humidity sensor

temp api

humidity api
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DATA EXPLORATION

CHANGE TYPE OF TS TO DATETIME TYPE

data| 'ts’'| = pd.to datetime(datal "ts’'])
display(data.head())
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DATA EXPLORATION

° RETRIEVE A SUMMARY STATISTIC OF THIS DATASET.
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DATA EXPLORATION

FOR CATEGORICAL FEATURES USING COUNT PLOTS.

Countplot of weather
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From the histogram plot, it's evident that the data clouds contain a large number
of values, whereas instances of rain are scarce. This imbalance can lead to a
data problem, which we need to address during the preprocessing stage.
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DATA EXPLORATION

OR NUMERICAL FEATURES USING HISTOGRAM PLOT TO FIND
DISTRIBUTION.
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Histogram of humidity sensor
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Histogram of temp sensor
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Histogram of temp_api
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Histogram of humidity_api
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Histogram of pressure
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Frequency

Histogram of wind_speed
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Histogram of cloudiness
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DATA EXPLORATION

USE HEATMAP TO FIND MISSING DATA.
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DATA EXPLORATION

PLOT TIME SERIES GRAPH AMONG NUMERICAL FEATURES TC
FIND A TREND OF DATA IN THE FUTURE.
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Time Series Graph of Temperature
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Time Series Graph of Humudity
—— Humidity Sensor
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Time Series Graph of Pressure
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Time Series Graph of Wind Speed
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DATA EXPLORATION

USE HEATMAP TO SHOW CORRELATION AMONG NUMERICAL FEATURES
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DATA PREPROCESSING

CONVERT TS TO NEW COLUMNS DAY_OF_WEEK, MONTH, HOUR THEN DROP TS

data[ "day of week"] = data["ts"].dt.dayofweek
datal "month” | = data|"ts"].dt.month
data["hour"] = data["ts"].dt.hour
data.drop("ts", axis=1, inplace=True)
display(data.head())

BEGAUSE WE NEED USE THESE DATR GOLUMNS FOR TRAINING MODEL




PRESENTATION WEATHERSENSE PROJECT

DATA PREPROCESSING

PREDICTOR AND TARGET SPLIT

data.drop([ "weather"”], axis=1)
data[ "weather"]
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DATA PREPROCESSING

SCALE DATA WITH STANDARD SCALER

standard scaler = StandardScaler()
X scaled = standard scaler.fit transform(X)
display(X scaled)
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DATA PREPROCESSING

PLOT CUMULATIVE VARIANCE BY COMPONENT

Cumulative Explained Variance by Components

FROM PLOT WE SELECT NUMBER OF COMPONENT IS

© BECAUSE IT NEAR TO 80 PERCENT
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DATA PREPROCESSING

THEN WE ADAPT PCA S COMPONENTS TO OUR DATA

pca None
pca PCA(n_components=5)
pca.fi1t(X scaled)

X_pca pca.transform(X scaled)
display(X pca)
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IMBALANCED DATA

refers to a situation in classification problems where the distribution of classes in the
dataset is highly skewed, meaning that one class is significantly more prevalent than the
others. This imbalance can lead to biased models that perform poorly in accurately
predicting the minority class, as the model may become overly biased towards the majority

class.
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SMOTE

(Synthetic Minority Over-sampling Technique) is a method used to address class imbalance
in datasets by generating synthetic examples of the minority class. It works by creating new
synthetic instances along the line segments joining existing minority class instances,
thereby balancing the class distribution and improving the performance of machine

learning models on imbalanced datasets.

Synthetic Minority Oversampling Technique
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WHY SMOTE?

During summer, our data collection predominantly reflects sunny conditions with fewer
instances of rain. This imbalance can arise due to the larger volume of sunny data compared
to rainy data.

smote = SMOTE()
X resampled, vy resampled = smote.fit resample(X pca, v)

display(X resampled)
display(y resampled)
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RANDOM FOREST

We use Random Forest classification techniques to predict weather because Random
Forest is a type of machine learning that creates a group of decision trees. It's
straightforward to use and often gives excellent results without needing fine-tuning.
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PROS

e Versatility: Random Forests can do both classification and regression tasks.

e Data Compatibility: Works with categorical and numerical data without needing scaling.
e Feature Selection: Automatically picks relevant features.

e Qutlier Resilience: Handles outliers well.

e Relationship Handling: Works with linear and non-linear relationships.

e Accuracy: Often provides high accuracy.

e Bias-Variance Balance: Balances bias and variance effectively.
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CONS

e Interpretability: Not easy to interpret like linear regression.

e Computationally Intensive: Can be slow for large datasets.

e Black Box Nature: Limited control over model workings.
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MODELING

SPLIT TRAIN TEST TECHNIQUE
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MODELING

USE LABELENCODER TO ENCODE Y_TRAIN

label encoder LabelEncoder()

y train encoded label encoder.fit_transform(y_train)

display(y train _encoded)




PRESENTATION WEATHERSENSE PROJECT

MODELING

GRID SEARCH CV TECHNIQUE

TO FIND BEST K FOR RANDOM FOREST
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MODELING

TRAIN MODEL WIL BEST K
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GRID SEARCHCV

helps find the best settings for a model by trying different options and picking the one that
works best. It's like testing different ingredients for a recipe to make the tastiest dish.

n_estimators

n_estimators

max_depth .-nu
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Best Best Result

Result
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Accuracy: 08.9741935483878968

Classification Report:
precision 5 support
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Confusion Matrix:

[[236 8]
[ 4 217]]
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Confusion Matrix
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POSSIBLE APPLICATION

e Forecasting: Providing accurate weather forecasts for various locations and time
intervals, helping individuals and organizations plan their activities accordingly.

e Agriculture: Assisting farmers in making informed decisions about planting, harvesting,
irrigation, and pest control based on weather predictions.

e Travel: Helping travelers plan their trips by providing weather forecasts for their
destinations, ensuring they have a pleasant experience.

e Transportation: Enhancing transportation safety and efficiency by predicting weather-
related hazards such as storms, heavy rainfall, or snowfall.
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WeatherSense Home History Github Contact Data Visualize

WeatherSense OpenWeatherAPI
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WEchEI'E-EHEE Home History Github Contact

Latest update on April 23, 2024 at 3:25 PM

WeatherSens OpenWeatherMap

Clouds Clouds

Temperature WeatherSense Temperature OpenWeatherMap Temperature Percentage Error
27 “C 2783 °C 28.63 Percent

Humidity WeatherSense Humidity OpenWeatherMap Humidity Percentage Error
69 Percent 44 Percent 56.872 Percent
Cloudiness Pressure Wind Speed

20 Percent 1005 Hectopascal 5.66 m/s
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WeatherSense

Home History Github Contact
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